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BACKGROUND OF EVENTS 
 
May 14, 2007 LIGHTNING STRIKE 
 
On May 14, 2007 at 1:19:44 am the #1 generator was damaged by a lightning strike hitting on or near the plant.  The 
generator shut itself down and the plant operators were able to get the boiler backed down under control and shut 
down.  A short time later, they noticed a fire under the #1 generator.  When the operators tried to call Escanaba Public 
Safety, they discovered that the phone landlines were not operational.  One of the operators used a cell phone to call 
Escanaba Public Safety while the other operators started to work on extinguishing the fire.  An Escanaba Public 
Safety Patrolman was the first responder to the incident.  Upon arrival to the Generating Station, the officer observed 



        
the security gate was disabled as its controls had also been damaged by the lightning strike.  Prior to the Escanaba 
Public Safety Fire Truck arrived on scene, the operators were successful in extinguishing the fire.  Station support 
staff arrived a short time later and manually opened the gate.  The #2 generator stayed on line and did not show any 
signs of damage from the lightning strike. 
 
Later that same day, a piece of an antenna was found lying on the ground near the plant.  Further investigation found 
a damaged antenna on the top of the plant, near the bucket elevator housing.  This antenna was approximately 20’ 
long and was made up of sections of copper tubing with the sections all soldered together on the inside of the antenna 
with a fiberglass outer shell.  The antenna was removed and disassembled by plant personnel.  During disassembly, it 
was discovered that every solder joint had been burned clear.  It was agreed on by all personnel that this was most 
likely the point of entry for the strike. 
 
Within the first few days of the investigation, a burn mark was found on a piece of copper bus bar in the plant 
substation.  This piece of bus bar was in the circuit that came from the #1 generator and terminated at the substation 
main bus.  In looking at the burn mark, there was patina around the mark, suggesting that the mark had been there for 
some time.  It was agreed on that this was a possible entry point, but not as likely due to the mark appearing to be 
somewhat aged. 
 
On May 15, AIMS, Inc of Milwaukee, WI was brought on-site to assess the damage to the #1 generator.  They found 
a dead short on the B phase and a partial short on the C phase.  The generator’s rotor was removed on May 22, 2007 
and damaged turns were found in the stator.  Attachment #1 is a picture of the damaged turns.  
 
Requests for Proposals to repair the turns in the stator of #1 generator were sent to various repair shops a within days 
of May 22, 2007.  Included in the scope of work was an order to rebuild or repair the rotor, which had had some 
shorted turns for a few years.  The rotor’s condition did not require immediate attention prior to the lightning strike 
and had been operating that way for quite some time.  City staff along with the Plant Operator decided then that rotor 
repairs should be made in conjunction with the stator repairs so as to maximize down time repair opportunities. 
 
Upon receipt of the Requests for Proposals, the Plant Operator and City Staff recommended the repair bid be awarded 
to ReGENco of Milwaukee, WI to repair both the rotor and the stator.  The stator repair work totaled $703,804.86 and 
the rotor repair work totaled $250,176.30.  There were some miscellaneous repairs that totaled $23,308.39.  The total 
of all the repair work was $977,289.55.  It is important to note that the $250,176.30 for the rotor repair should not be 
attributed to the lightning strike of May 14, 2007 as this was a good opportunity to have this work done.  
 
The generator was reassembled and was placed back into service on August 20, 2007.  Over the next 24 hours, 
generator #1 had to be taken out of service so that balancing shots could be added.  Generator #1 was put back in 
service on August 21, 2007. 
 
August 28, 2007 LIGHTNING STRIKE 
 
On August 28, 2007, early morning thunderstorms caused power outages throughout the area.  At 4:52:03am, both 
generators tripped at the plant, both transmission lines feeding into Escanaba from the Delta Sub tripped at the Delta 
Sub end and at the power plant substation end, leaving Escanaba without power.  The #1 line was closed at 
4:57:17am at the Delta Sub end.  The #2 line was closed at 5:01:11am at the Delta Sub end.  With the #2 line closed, 
the City’s West Side Substation was energized.  The plant was without power until 5:02:03am, when both of the 
transmission lines were closed at the power plant substation end.  This energized the power plant substation and the 
plant.  The #1 generator was brought back on line at 5:05am, but there were control problems with the unit so it was 
shut down at 5:13am.  These problems were fixed and the #1 generator was put back into service at 9:00am.  The #2 
generator suffered a failed rupture disk which was replaced and the unit was put back in service at 10:50am. 
 
Later in the evening of August 28, 2007, more severe storms moved through the area.  I was contacted around 7:00 
and informed that the entire City was without power.  On my way into the office, I contacted the plant control room 
and was told the American Transmission Company (ATC) was experiencing system problems.  Both transmission 
lines, both steam units, and the combustion turbine were all down.  Three (3) City Linemen had been called out and 
were at the Electric Department when I arrived.  Believing it to be an ATC problem, there wasn’t much we could do, 



        
so the linemen ran the transmission lines looking for any problems.  No problems were found and eventually the 
transmission lines were closed by ATC and the plant was brought back on line. 
 
On August 29, there was a current imbalance identified on the #2 transmission line.  Plant personnel were dispatched 
to look for problems in the power plant sub.  All 6 bushing insulators on OCB 461 (the #2 line), along with the six (6) 
switches feeding into and out of OCB 461 were found to be broken and in very bad condition.  These switches 
appeared to have been struck directly by lightning.  This was verified by an eyewitness who saw lightning strike in 
the power plant substation and the plant go black early in the morning on August 28, 2007.    Attachment #2 shows 
one of the damaged switches.  It was decided to shut the #2 line down.  City linemen opened switch #574 which is 
located near the Danforth Rd/Landfill Rd intersection.  When this switch was opened, a very noticeable, sustained 
buzzing came from a switch located near OCB 461.  UPPCO substation personnel were called in to do a thermal scan 
of this area.  The arcing switch was not any hotter than the surrounding equipment.  The 6 switches and OCB 461 
were taken out of service on September 2.  Three (3) new switches were installed during this outage. 
 
On September 5, 2007, the #2 transformer was tested and found to be in good condition.  Because of that, the #2 
transmission line was energized and fed through the transfer breaker onto the transfer bus which was tied to the main 
bus to help carry the load.   
 
In early November, the bushings for OCB 461 were replaced as well as the other 3 switches.  Another shut down was 
required to tie OCB 461 back into the #2 transformer.  This shutdown occurred on December 1 which put things back 
to normal with both transmission lines feeding into the main bus at the power plant sub. 
 
LIGHTNING ANALYSIS – CAUSE AND FUTURE PROTECTION 
 
After the lightning strike of May 14, City Staff contacted several lightning experts to determine the root cause of the 
strike and make recommendations to minimize our exposure to another strike.  City Staff was referred to Mr. John 
Kuth of Marquette, MI.  Staff spoke with Mr. Kuth, but determined that he did not have the desired education and 
background necessary for this type of study.  Staff was then referred to Lightning Eliminators and Consultants (LEC) 
of Boulder, Colorado.  They sent 2 representatives to Escanaba and they met with Plant and City Staff.  They toured 
the plant, took ground resistance readings, took measurements, and took photos.  City Staff checked on some of the 
references they provided and they came back favorable.  In further researching LEC, Plant Superintendent Jerry 
Pirkola provided City Staff with an IEEE paper that disputed much of what LEC proposed.  City Staff was suspicious 
of LEC findings due to the fact that the company specializes in the sale of product.  Sensing a potential conflict of 
interest, City Staff felt LEC was not the best choice.  City Staff was then referred to National Lightning Safety 
Institute (NLSI) of Louisville, Colorado.  References were checked with positive results.  The City of Escanaba hired 
NLSI to determine the root cause of the damage to the facility as well as provide recommendations to improve our 
lightning protection.  By the time NLSI was contracted with, the power plant sub had been hit by lightning, so the 
substation was included in their scope of work. 
 
Mr. Richard Kithil of NLSI was on site October 29-31.  His written report is included as attachment #3.  Included in 
his report are many recommendations on improving the plant lightning protection system using various pieces of 
equipment.  He also made a number of recommendations for improving the lightning protection at both of the city 
substations.  All of these recommendations will be looked at from a cost/benefit standpoint to prioritize them and 
complete them in a timely manner through the departmental Capital Improvement Program. 
 
Mr. Richard Kithil’s expert opinion of what occurred can be found in his written report.  In summary, it is believed 
that the antenna on the roof of the plant was the point of entry for the lightning strike.  Mr. Kithil does not believe that 
the antenna caused the event or that the event would have been avoided had the antenna not been there.  Lightning is 
a random occurrence and basically the plant’s number was up and lightning was going to hit there.  Had the antenna 
not been there, the strike would have still occurred, just through a different point of entry.  There are a number of 
steel exhaust pipes near the antenna’s location that would have likely served as a point of entry.  Once the strike 
contacted the antenna, the current followed the building’s steel columns.  This current continued down searching for a 
path to ground and got into the station grounding grid.  Once the current was on the grounding grid, the ground 
potential was elevated, which initiated the sequence of events that led to the generator failure.  It should be noted that 
most strikes (96%) are negative polarity, average 25,000 amps of current, with a duration of about 150 ms.  The strike 



        
that hit the Escanaba Generating Station was a positive strike with 77,000 amps of current.  We do not have an exact 
duration for this particular strike, but most positive strikes have a duration of 400 – 500 ms.  Being that the current 
magnitude is much higher and is there for a much longer time, positive strikes cause considerably more damage than 
negative strikes. 
 
ReGENco also supplied an explanation of what they found in the damaged generator.  Their report is included as 
attachment #4. 
 
CONCLUSION 
 
Obviously, these lightning strikes caused many problems for the City of Escanaba.  The strikes themselves caused 
damages to physical assets owned by the City.  With the temporary loss of these assets, the City was forced to buy 
power from May 14 – August 21.  Buying power during the summer is quite expensive as the electrical demand peaks 
typically occur during the summer.  The monetary damages are found in attachment #5.  Beyond the monetary 
damages, the plant personnel were put in a dangerous situation while putting the fire out with no way for additional 
help to get to them. 
 
Benefits that can be taken away from these events include:  1) the stator on the #1 generator was rewound, which will 
serve the community for many years.  2) The rotor on the #1 generator was repaired without causing additional down 
time.  3) These events also triggered us to review our lightning protection system for the generating station as well as 
the distribution system.  By taking the steps recommended by NLSI, we will lessen our chances for damage from 
another strike, which may have caused even more damage.  4) Emergency response procedures have been fine tuned 
and implemented throughout the plant.  5) Communication protocol has been improved.  The outage of August 28 
lasted much longer than it should have and with new procedures in place, future transmission outages will be 
addressed much quicker. 
 
Respectfully Submitted, 
 
 
 
Michael A. Furmanski 
Electrical Superintendent 
City of Escanaba 
 



        
 
Attachment #1 – photo showing burnt windings on #1 generator stator 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



        
 
Attachment #2 – Switch damaged from the August 28, 2007 lightning strike 
 

 
 
 
 
 
 
 
 
 
 
 
 



        
 
ReGENco’s report and supplemental explanation from NLSI, as prepared by Gerald Pirkola. 
 

 
December 3, 2007 

Mike Furmanski 
Electrical Superintendent 
City of Escanaba 
1711 Sheridan Road 
Escanaba, MI  49829 
 
Subject:  Unit 1 Generator Winding Damage from Lightning Strike 
 
Dear Mr. Furmanski: 
 
We received an explanation from ReGENco as to what happened in Unit 1 Generator. This is a very good 
explanation but doesn’t really explain why it happened. Remember that ReGENco is a Generator & Turbine repair 
company and not a lightning consultant. Here is ReGENco’s response. 
 

“The failure occurred in slot 12, top coil half. The coil failure was at the TE core end. This coil is the B1 main 
phase coil (this unit has two parallel circuits). The observed damage is indicative of a turn failure. The coil 
has five turns (see attached photo). As the turn insulation fails current is routed through the shorted area 
cause severe overheating. As each turns fails it causes damage to the adjacent turn insulation creating a 
"cascading effect" of turn failures. The generated heat causes destruction of the ground wall insulation 
resulting in failure to ground, in this case the stator core. 
  
It is possible that a lighting strike in the yard caused current to feed back into B-phase damaging the turn 
insulation precipitating into a turn failure in the phase coil leading to severe overheating causing a ground 
wall insulation failure. Additionally, insulation and shorting damage was observed in the B-phase generator 
cable between the generator and the phase connection cabinets (see attached photo). This failure was 
probably simultaneous to the winding failure. 
 
With the available information, this is our best “guess” as to what happened.  
 
Sorry for the delayed response. Things have been extremely busy this outage season. “ 
 

 
With this response, I contacted Richard Kithil from National Lightning Safety Institute (NLSI) and asked for further 
clarification from a lightning standpoint. Richard contacted one of his generator colleagues and this is his response. 
The Two main questions I asked are italicized below in Richard’s response. 
 

This stroke was about 3 to 4 times the average stroke experienced in that region.  In addition, it was a 
positive stroke.  Positive strokes whether Cloud to Ground (C-G) or Ground to Cloud (G-C) have longer 
energy transfer duration.  This translates into more heat, damage, and a longer ground potential rise than the 
numerous negative C-G lightning activity we witness the majority of the time.  Positive strokes are not only 
more damaging but they are also harder to protect. 
 
Addressing the questions:  'Could the generator core potential have risen? And 'Would it have to strike the 
substation B Phase?  I think the answer to both of these questions is maybe for a couple off reasons.  
 
One, the event is very quick and while relay's react very quickly with respect to 60Hz fault systems that may 
be too long for the microsecond lightning event.  An unknown is whether the relay senses bi-directional 
events.  Ground Potential rises are extremely quick, attempt to distribute widely throughout the site and they 
disappear just as quickly.   Whether in the substation yard or right next to the plant, ground potential 
differences are experienced in varying level of magnitudes some distance from the point of the lightning 
event. One question that I did not ask:  Was there a step up transformer in the circuit to the substation bus 
and did it have high and low side arresters?  If it did, this may direct the investigation more to the grounding 
system as a conduit for the energy transfer.  To continue: the voltage developed in the equipment may 
become high enough to cause internal arcing between internal parts as it tries to equalize.  This is where the 



        
damage would more than likely occur.  The arcing would not necessarily result in serious damage, but if it 
breaks down the insulation (air or whatever), the power fault follow through following the arc will complete the 
damage.  Transmission power lines often experience this type of event during lightning storms.  In most 
cases, the only way to prevent a long outage or insulator damage is to interrupt the power, which in turn 
extinguishes the arc. 
 
Two, a ground reactor is on the neutral.  It is quite possible that the ground potential rise developed in the 
ground system caused the reactor to charge to a higher voltage and then discharge back into the generator.  
This is a scenario that I do not have any knowledge of happening, but I know that if you place a metallic 
conductor through a metal conduit with out grounding the conduit to the conductor on both ends, a choke 
effect occurs during a lightning event and the voltage that exits will be at least two times the input voltage.  
With a lightning strike with ground potential rises near the stroke exceeding 10 of thousands of volts, this type 
of event would be disastrous. 
 
Third, in this age of monitoring equipment, you may wish to consider paths via conductors and equipment 
installed in and near the generator including oil pump feed piping and such that may be grounded near the 
direct stroke area and thus a path for lightning transients. 
 
In addition, while an earlier event resulted in some cable damage, a lightning stroke of this magnitude would 
have no problem finding cables located in block wall, direct buried or non-metallic conduit and destroy it.  I 
witnessed lightning triggered stroke tests in Florida where much smaller strokes did just that.  In a couple of 
cases, they traveled over 3 feet deep and 3 feet horizontally to find and destroy a direct buried cable in non-
metallic conduit.  Where I am going with this is that you may with to consider a megger or hi-pot test on the 
power system cables (and maybe the transformer) to check for possible latent insulation damage. 
 
Any one of these scenarios could have triggered the internal generator event.  

 
Note that we replaced the burned conductors and performed hi-pot testing on the generator cables that go out to the 
substation. The hi-pot tests passed satisfactory. Also, a question asked early on in the response, we do not have a 
step-up transformer in the circuit; we connect directly to the substation. 
 
Both ReGENco’s and NLSI’s responses discuss how insulation can break down and what happens as a result of the 
break down. What we know for sure is that the lightning strike that hit the powerhouse on May 14, 2007 was an 
unusually high magnitude strike (77KA positive). It hit the north side of the powerhouse as evident from the antenna 
and Unit 1 is on the north side of the building where the unit is grounded. Grounding tests show that the powerhouse 
grounding grid is in good condition. 
 
Richard recommended surge protection in a number of places to protect sensitive electronic devices. I would also 
consider lightning surge arrestors on the generator leads where they enter the substation. 
 
Please let me know if you would like any further follow up with ReGENco or NLSI. I look forward to hearing from you. 
 
Thank you, 
 
Gerald Pirkola 
Superintendent Regional Generation – South MI 
Upper Peninsula Power Company 
Escanaba Generating Station 
2000 Power Plant Road  
PO Box 587 
Escanaba, MI  49829 
 



        
 
Ccost of the lightning strikes 
 
 
 
 
May 14 Lightning Strike  Net Energy Costs      
       
Purchased Energy Costs to Replace Generator 
One      
 Megawatts  Energy/ Capacity      

 Purchased  Charges  
Unit Cost / 
Capacity    

14-May 4044.5 $307,408.25 $76.01    
June 5430 $405,783.95 $74.73    
July 7388.1 $657,128.13 $88.94    

Aug 20th  4685.9 $387,802.20 $82.76    
Total  21,548.50 $1,758,122.53 $81.59    

       
Calculated Coal Value Not Bunt and Land Fill 
Savings     

1.68 2006/2007 Average Megawatt per Ton of Coal      

12,797.09 
Tons of Coal Not Burnt Based on Purchases (Total Megawatts Purchased 
/Average Mw / Ton) 

$75.18 
Coal Burn Costs Per Ton for May June July  & 
August     

$962,084.91 
Total Dollar Value of Coal Not 
Burnt       

$35,895.83 
Ash Land Fill Savings(Based on 2006 22% of Coal ends up as 
Ash(12,797.09*.22)*12.75  

$997,980.73 
Total Dollar Value of Coal Not Burnt and Land Fill 
Savings      

       
Net Energy Cost       
$1,758,122.53 Total Purchase Cost of Energy and Capacity     

$997,980.73 
Total Dollar Value of Coal Not Burnt and Land Fill 
Savings      

$760,141.80 
Net Difference for Energy Costs Minus Coal and Ash 
Savings    

       
Generator Work       
Generator Stator Work $703,804.86     
Generator Rotor Work $250,176.30     
Miscellaneous Electrical 
Repairs $23,308.39     
       
Total All Work to Date $977,289.55     
Less Opportunity Work 
(Rotor)  ($250,176.30)     
       
Total Due to Lightning 
Strike $727,113.25     
       
Total Net Cost of Lightning Strike To Date     
  Net Energy  $760,141.80    



        
  Repairs  $727,113.25    
  Total Cost to Date $1,487,255.05    
  
 
 
 
 
 
 
 
 
 
 
 
             
August 28 OCB 461 Outage 1&2 Costs and Estimates 
Equipment   Costs    
Knife Switches (quantity 6)  $8,106    
OCB Bushings (quantity 6)  $12,222    
Fuses (quantity 5)  $1,820    
Voltage Transformer 
(quantity 1)  $803    
Insulators (quantity 4)  $244    
  Total $23,194    
      
Labor & Expenses      
UPPCO S&C Labor  $11,000    
Energis Service  $14,019    
  Total $25,019    
       
Total Equipment & Labor  $48,213    
       
Net Power Purchased the day of Aug 28 (On 
Peak)     

Megawatts  
Energy 
Costs  

$$ Value Coal 
Saved     

206.1 $22,860.37  $9,201.83  $13,659    
       
Total Estimated OCB 461 Repair & Net Power 
Purchase  $61,872    
       
              
Total Cost May 14 & August 28 $1,549,127.05    
       
Total CT Profit (Sales+Startup - Fuel+OM)  May 
14/Aug 19 $215,215.32    
       

 
 
National Lightning Safety Institute report 



        

 



 

        



        



        



        



        



 

        



        

 



 

        



 

        



        

 

 

 Oct 29, 2007 10:14:26 PM  

Thank you for using Vaisala's STRIKEnet® to validate the referenced claim. Your report 
was generated using data from Vaisala's National Lightning Detection Network®, the most 
comprehensive archive database in North America.  

  
STRIKEnet Report 195593  

Report Title:  city escanaba 2  
Claim Number:  102907a  
Insured/Claimant Name:  esc  
Approx. Claim/Loss Value:  $25,000.00  
Items Damaged/Loss Type:  electrical  

Search Period:  May 14, 2007 12:01:00 AM US/Eastern to May 14,  
 2007 03:59:00 AM US/Eastern  
Search Radius:  5 mi/8 km around the given location.  
Search Center Point:  45° 46.297000' N (Latitude), 87° 3.928000' W  
 (Longitude)  
 

 
 

Thank you again for selecting STRIKEnet. If you have any questions please contact us at 
1 800 283 4557 or thunderstorm.support@vaisala.com.  

Comments: 22 strikes were detected by the National Lightning Detection Network for the given 
time period and location.  

Best Regards, The Vaisala 
STRIKEnet Team  

 Vaisala Inc. 
Tucson 
Operations 2705 
E. Medina Road 
Tucson, AZ 

thunderstorm.vaisala.com 
Tel. +1 520 806 7300 Fax 
+1 520 741 2848  
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STRIKEnet Report 195593  
Report Title: city escanaba 2 Total Lightning Strokes Detected: 22 Lightning Strokes Detected 
within 5 mi/8 km radius: 13 Lightning Strokes Detected beyond 5 mi/8 km whose confidence 
ellipse overlaps the radius: 9 Search Radius: 5 mi/8 km Time Span: May 14, 2007 12:01:00 
AM US/Eastern to May 14, 2007 03:59:00 AM US/Eastern  

Location Points For Lightning Strokes  

  
Lightning data provided by Vaisala's NLDN® and/or Environment Canada's CLDN.  

 Vaisala Inc. Tucson 
Operations 2705 E. 
Medina Road Tucson, 
AZ 85706, USA 
thunderstorm.vaisala.com 
Tel. +1 520 806 7300 Fax 
+1 520 741 2848  
thunderstorm.sales@vaisala.com Oct 29, 2007 10:14:26 PM Page 2  



 

        

STRIKEnet Report 195593  
 

Report Title: city escanaba 2 Total Lightning Strokes Detected: 22 Lightning Strokes Detected 
within 5 mi/8 km radius: 13 Lightning Strokes Detected beyond 5 mi/8 km whose confidence 
ellipse overlaps the radius: 9 Search Radius: 5 mi/8 km Time Span: May 14, 2007 12:01:00 
AM US/Eastern to May 14, 2007 03:59:00 AM US/Eastern  

Confidence Ellipses For Lightning Strokes  

  
Lightning data provided by Vaisala's NLDN® and/or Environment Canada's CLDN. Note: These ellipses 

indicate a 99% certainty that the recorded lightning event contacted the ground within the bounds of the ellipse. 

 Vaisala Inc. Tucson 
Operations 2705 E. 
Medina Road Tucson, 
AZ 85706, USA 
thunderstorm.vaisala.com 
Tel. +1 520 806 7300 Fax 
+1 520 741 2848  
thunderstorm.sales@vaisala.com Oct 29, 2007 10:14:26 PM Page 3  



 

        

STRIKEnet Report 195593  
Area Of Study With Center Point  

 

 

 Vaisala Inc. 
Tucson 
Operations 2705 
E. Medina Road 
Tucson, AZ 

thunderstorm.vaisala.com 
Tel. +1 520 806 7300 Fax 
+1 520 741 2848  
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STRIKEnet Report 195593  
 

Report Title: city escanaba 2 Total Lightning Strokes Detected: 22 Lightning Strokes Detected 
within 5 mi/8 km radius: 13 Lightning Strokes Detected beyond 5 mi/8 km whose confidence 
ellipse overlaps the radius: 9 Search Radius: 5 mi/8 km Time Span: May 14, 2007 12:01:00 
AM US/Eastern to May 14, 2007 03:59:00 AM US/Eastern  

Lightning Stroke Table (Note: All events shown. Events ordered by time.)  

 May 14, 2007 12:57:30 AM -5.6 6.7/10.8 45.6822 -87.1208 May 14, 2007 12:57:31 AM -10.6 
5.1/8.2 45.7006 -87.0922 May 14, 2007 12:57:32 AM -25.5 5.1/8.2 45.6994 -87.0887 May 14, 
2007 12:57:32 AM -7.2 5.3/8.6 45.6965 -87.0899 May 14, 2007 01:10:41 AM -6.4 6.3/10.1 
45.7130 -87.1653 May 14, 2007 01:13:28 AM -5.9 5.0/8.1 45.8427 -87.0892 May 14, 2007 
01:17:06 AM 108.3 5.3/8.6 45.7097 -87.1315 May 14, 2007 01:19:38 AM 77.8 0.2/0.4 
45.7683 -87.0654 May 14, 2007 01:19:39 AM -6.4 1.4/2.3 45.7601 -87.0408 May 14, 2007 
01:21:42 AM 116.1 3.4/5.5 45.8206 -87.0787 May 14, 2007 01:25:07 AM 48.6 4.3/7.0 
45.7330 -86.9942 May 14, 2007 01:25:38 AM -6.6 4.2/6.7 45.7923 -87.1466 May 14, 2007 
01:26:58 AM 73.9 2.1/3.3 45.7561 -87.0285 May 14, 2007 01:28:59 AM 67.8 5.0/8.0 45.8170 
-87.1453 May 14, 2007 01:31:49 AM 198.6 3.4/5.5 45.7940 -87.1292 May 14, 2007 01:35:52 
AM 48.9 2.0/3.2 45.7661 -87.1057 May 14, 2007 01:35:52 AM 23.5 1.9/3.1 45.7667 -87.1049 
May 14, 2007 01:37:21 AM -21.1 1.3/2.0 45.7668 -87.0403 May 14, 2007 01:37:22 AM -6.3 
6.8/11.0 45.6764 -87.1056 May 14, 2007 02:01:53 AM -18.8 5.3/8.5 45.7289 -87.1567 May 
14, 2007 02:06:42 AM 22.0 3.9/6.2 45.7155 -87.0647 May 14, 2007 02:10:09 AM -29.4 
3.2/5.1 45.7511 -87.0067  

 Vaisala Inc. Tucson 
Operations 2705 E. 
Medina Road Tucson, 
AZ 85706, USA 
thunderstorm.vaisala.com 
Tel. +1 520 806 7300 Fax 
+1 520 741 2848  
thunderstorm.sales@vaisala.com Oct 29, 2007 10:14:26 PM Page 5  



 

        

STRIKEnet Report 195593  
 

Report Title: city escanaba 2 Total Lightning Strokes Detected: 22 Lightning Strokes Detected 
within 5 mi/8 km radius: 13 Lightning Strokes Detected beyond 5 mi/8 km whose confidence 
ellipse overlaps the radius: 9 Search Radius: 5 mi/8 km Time Span: May 14, 2007 12:01:00 
AM US/Eastern to May 14, 2007 03:59:00 AM US/Eastern  

Lightning Stroke Table (Note: All events shown. Events ordered by distance.)  

 May 14, 2007 01:19:38 AM 77.8 0.2/0.4 45.7683 -87.0654 May 14, 2007 01:37:21 AM -21.1 
1.3/2.0 45.7668 -87.0403 May 14, 2007 01:19:39 AM -6.4 1.4/2.3 45.7601 -87.0408 May 14, 
2007 01:35:52 AM 23.5 1.9/3.1 45.7667 -87.1049 May 14, 2007 01:35:52 AM 48.9 2.0/3.2 
45.7661 -87.1057 May 14, 2007 01:26:58 AM 73.9 2.1/3.3 45.7561 -87.0285 May 14, 2007 
02:10:09 AM -29.4 3.2/5.1 45.7511 -87.0067 May 14, 2007 01:31:49 AM 198.6 3.4/5.5 
45.7940 -87.1292 May 14, 2007 01:21:42 AM 116.1 3.4/5.5 45.8206 -87.0787 May 14, 2007 
02:06:42 AM 22.0 3.9/6.2 45.7155 -87.0647 May 14, 2007 01:25:38 AM -6.6 4.2/6.7 45.7923 
-87.1466 May 14, 2007 01:25:07 AM 48.6 4.3/7.0 45.7330 -86.9942 May 14, 2007 01:28:59 
AM 67.8 5.0/8.0 45.8170 -87.1453 May 14, 2007 01:13:28 AM -5.9 5.0/8.1 45.8427 -87.0892 
May 14, 2007 12:57:31 AM -10.6 5.1/8.2 45.7006 -87.0922 May 14, 2007 12:57:32 AM -25.5 
5.1/8.2 45.6994 -87.0887 May 14, 2007 02:01:53 AM -18.8 5.3/8.5 45.7289 -87.1567 May 14, 
2007 12:57:32 AM -7.2 5.3/8.6 45.6965 -87.0899 May 14, 2007 01:17:06 AM 108.3 5.3/8.6 
45.7097 -87.1315 May 14, 2007 01:10:41 AM -6.4 6.3/10.1 45.7130 -87.1653 May 14, 2007 
12:57:30 AM -5.6 6.7/10.8 45.6822 -87.1208 May 14, 2007 01:37:22 AM -6.3 6.8/11.0 
45.6764 -87.1056  
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 Oct 29, 2007 10:25:43 PM  

Thank you for using Vaisala's STRIKEnet® to validate the referenced claim. Your report 
was generated using data from Vaisala's National Lightning Detection Network®, the most 
comprehensive archive database in North America.  

STRIKEnet Report 195594 redo of 195592  

Report Title: City Escanaba Claim Number: 
102807 Insured/Claimant Name: esc Approx. 
Claim/Loss Value: $700,000.00 Items 
Damaged/Loss Type: electrical  

Search Period: Aug 28, 2007 04:00:00 AM US/Eastern to Aug 28,  
2007 05:01:00 PM US/Eastern Search Radius: 5 mi/8 km 

around the given location. Search Center Point: 45° 46.297000' N (Latitude), 87° 
3.928000' W  

(Longitude)  

Comments: 81 strikes were detected by the National Lightning Detection Network for 
the given time period and location.  

Thank you again for selecting STRIKEnet. If you have any questions please contact us at 
1 800 283 4557 or thunderstorm.support@vaisala.com.  

Best Regards, The Vaisala 
STRIKEnet Team  

 Vaisala Inc. 
Tucson 
Operations 2705 
E. Medina Road 
Tucson, AZ 

thunderstorm.vaisala.com 
Tel. +1 520 806 7300 Fax 
+1 520 741 2848  
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STRIKEnet Report 195594 redo of 195592  
 

Report Title: City Escanaba Total Lightning Strokes Detected: 81 Lightning Strokes Detected 
within 5 mi/8 km radius: 58 Lightning Strokes Detected beyond 5 mi/8 km whose confidence 
ellipse overlaps the radius: 23 Search Radius: 5 mi/8 km Time Span: Aug 28, 2007 04:00:00 
AM US/Eastern to Aug 28, 2007 05:01:00 PM US/Eastern  

Location Points For Lightning Strokes  

  
Lightning data provided by Vaisala's NLDN® and/or Environment Canada's CLDN.  
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STRIKEnet Report 195594 redo of 195592  
 

Report Title: City Escanaba Total Lightning Strokes Detected: 81 Lightning Strokes Detected 
within 5 mi/8 km radius: 58 Lightning Strokes Detected beyond 5 mi/8 km whose confidence 
ellipse overlaps the radius: 23 Search Radius: 5 mi/8 km Time Span: Aug 28, 2007 04:00:00 
AM US/Eastern to Aug 28, 2007 05:01:00 PM US/Eastern  

Confidence Ellipses For Lightning Strokes  

  
Lightning data provided by Vaisala's NLDN® and/or Environment Canada's CLDN. Note: These ellipses 

indicate a 99% certainty that the recorded lightning event contacted the ground within the bounds of the ellipse. 
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STRIKEnet Report 195594 redo of 195592  
Area Of Study With Center Point  
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STRIKEnet Report 195594 redo of 195592  
 

Report Title: City Escanaba Total Lightning Strokes Detected: 81 Lightning Strokes Detected 
within 5 mi/8 km radius: 58 Lightning Strokes Detected beyond 5 mi/8 km whose confidence 
ellipse overlaps the radius: 23 Search Radius: 5 mi/8 km Time Span: Aug 28, 2007 04:00:00 
AM US/Eastern to Aug 28, 2007 05:01:00 PM US/Eastern  

 

Lightning Stroke Table (Note: Earliest 50 events shown. Events ordered by time.)  

 
 

Aug 28, 2007  04:35:01 AM  -21.1 4.0/6.4  45.7751  -86.9827  
Aug 28, 2007  04:39:00 AM  -12.5 9.1/14.6  45.9029  -87.0608  
Aug 28, 2007  04:39:05 AM  -11.0 2.6/4.2  45.7620  -87.1171  
Aug 28, 2007  04:42:02 AM  -9.0 6.9/11.1  45.8690  -87.0955  
Aug 28, 2007  04:42:07 AM  -16.3 4.9/7.9  45.8246  -87.1336  
Aug 28, 2007  04:42:40 AM  -22.1 5.3/8.5  45.8461  -87.0915  
Aug 28, 2007  04:43:30 AM  -20.2 5.5/8.9  45.8514  -87.0571  
Aug 28, 2007  04:44:37 AM  -14.5 16.7/26.9  46.0039  -86.9671  
Aug 28, 2007  04:45:27 AM  -10.3 5.3/8.5  45.8482  -87.0674  
Aug 28, 2007  04:46:45 AM  -15.8 5.0/8.1  45.8447  -87.0627  
Aug 28, 2007  04:46:45 AM  -17.4 4.9/7.9  45.8428  -87.0650  
Aug 28, 2007  04:47:49 AM  15.8 5.6/9.0  45.7656  -87.1812  
Aug 28, 2007  04:48:04 AM  -23.0 2.8/4.6  45.8123  -87.0754  
Aug 28, 2007  04:48:04 AM  -11.4 3.1/4.9  45.8155  -87.0569  
Aug 28, 2007  04:48:04 AM  -19.4 2.8/4.5  45.8113  -87.0781  
Aug 28, 2007  04:48:12 AM  -11.6 5.1/8.2  45.8406  -87.0272  
Aug 28, 2007  04:48:54 AM  -12.7 4.1/6.6  45.8306  -87.0516  
Aug 28, 2007  04:50:40 AM  -12.8 5.0/8.1  45.8368  -87.0199  
Aug 28, 2007  04:51:42 AM  -6.5 7.0/11.2  45.8424  -86.9625  
Aug 28, 2007  04:51:58 AM  -31.4 0.6/1.0  45.7657  -87.0759  
Aug 28, 2007  04:51:58 AM  -18.5 0.3/0.5  45.7679  -87.0698  
Aug 28, 2007  04:51:58 AM  -17.3 0.2/0.4  45.7691  -87.0686  
Aug 28, 2007  04:51:58 AM  -21.1 0.3/0.5  45.7672  -87.0680  
Aug 28, 2007  04:51:58 AM  -14.8 1.9/3.1  45.7708  -87.1053  
Aug 28, 2007  04:52:05 AM  -16.7 4.6/7.5  45.8377  -87.0495  
Aug 28, 2007  04:52:05 AM  -18.6 4.5/7.3  45.8363  -87.0533  
Aug 28, 2007  04:52:12 AM  -13.0 4.1/6.6  45.8172  -87.0117  
Aug 28, 2007  04:52:38 AM  -19.4 0.2/0.4  45.7686  -87.0636  
Aug 28, 2007  04:52:55 AM  -27.4 0.6/1.0  45.7654  -87.0746  
Aug 28, 2007  04:53:05 AM  27.7 4.7/7.6  45.7711  -87.1631  
Aug 28, 2007  04:53:05 AM  -7.3 4.7/7.6  45.7829  -87.1618  
Aug 28, 2007  04:53:05 AM  -11.9 4.9/7.8  45.7846  -87.1648  
Aug 28, 2007  04:53:12 AM  -17.4 5.8/9.4  45.8322  -86.9814  
Aug 28, 2007  04:53:31 AM  -8.9 0.6/1.0  45.7726  -87.0520  
Aug 28, 2007  04:54:00 AM  -15.9 3.1/4.9  45.7649  -87.1283  
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Aug 28, 2007 04:54:05 AM -12.8 0.5/0.8 45.7757 -87.0577 Aug 28, 2007 04:54:05 AM -11.5 
3.9/6.4 45.7806 -86.9844 Aug 28, 2007 04:54:17 AM -12.2 5.5/8.8 45.7975 -86.9580 Aug 28, 
2007 04:54:53 AM -7.3 2.2/3.5 45.7840 -87.1071 Aug 28, 2007 04:55:09 AM -18.6 3.7/5.9 
45.7988 -87.1308 Aug 28, 2007 04:55:23 AM -23.4 5.5/9.0 45.8040 -86.9598 Aug 28, 2007 
04:55:35 AM 15.2 3.3/5.3 45.8006 -87.1203 Aug 28, 2007 04:55:42 AM -13.1 2.6/4.2 45.7863 
-87.1156 Aug 28, 2007 04:55:43 AM -10.5 1.6/2.6 45.7894 -87.0879 Aug 28, 2007 04:56:50 
AM -17.1 2.6/4.2 45.8020 -87.0986 Aug 28, 2007 04:56:51 AM -12.4 8.9/14.4 45.8094 -
87.2435 Aug 28, 2007 04:57:17 AM -9.7 5.5/8.8 45.7951 -86.9566 Aug 28, 2007 04:58:17 
AM -17.9 0.3/0.4 45.7718 -87.0707 Aug 28, 2007 04:58:17 AM -21.0 1.1/1.8 45.7717 -
87.0428 Aug 28, 2007 04:59:12 AM -16.2 3.8/6.1 45.8262 -87.0623  
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STRIKEnet Report 195594 redo of 195592  
Report Title: City Escanaba Total Lightning Strokes Detected: 81 Lightning Strokes Detected 
within 5 mi/8 km radius: 58 Lightning Strokes Detected beyond 5 mi/8 km whose confidence 
ellipse overlaps the radius: 23 Search Radius: 5 mi/8 km Time Span: Aug 28, 2007 04:00:00 
AM US/Eastern to Aug 28, 2007 05:01:00 PM US/Eastern  

Lightning Stroke Table (Note: Closest 50 events shown. Events ordered by distance.)  

        

 
 

Aug 28, 2007  04:52:38 AM  -19.4 0.2/0.4  45.7686  -87.0636  
Aug 28, 2007  04:51:58 AM  -17.3 0.2/0.4  45.7691  -87.0686  
Aug 28, 2007  04:58:17 AM  -17.9 0.3/0.4  45.7718  -87.0707  
Aug 28, 2007  04:51:58 AM  -21.1 0.3/0.5  45.7672  -87.0680  
Aug 28, 2007  04:51:58 AM  -18.5 0.3/0.5  45.7679  -87.0698  
Aug 28, 2007  04:54:05 AM  -12.8 0.5/0.8  45.7757  -87.0577  
Aug 28, 2007  04:52:55 AM  -27.4 0.6/1.0  45.7654  -87.0746  
Aug 28, 2007  04:51:58 AM  -31.4 0.6/1.0  45.7657  -87.0759  
Aug 28, 2007  04:53:31 AM  -8.9 0.6/1.0  45.7726  -87.0520  
Aug 28, 2007  05:03:06 AM  -18.6 0.9/1.5  45.7598  -87.0558  
Aug 28, 2007  05:03:07 AM  -16.3 0.9/1.5  45.7608  -87.0535  
Aug 28, 2007  05:03:06 AM  -14.8 1.0/1.7  45.7595  -87.0528  
Aug 28, 2007  05:03:06 AM  -33.9 1.1/1.7  45.7582  -87.0547  
Aug 28, 2007  04:58:17 AM  -21.0 1.1/1.8  45.7717  -87.0428  
Aug 28, 2007  05:02:00 AM  -8.3 1.4/2.3  45.7539  -87.0800  
Aug 28, 2007  05:01:28 AM  -26.9 1.6/2.6  45.7791  -87.0337  
Aug 28, 2007  04:55:43 AM  -10.5 1.6/2.6  45.7894  -87.0879  
Aug 28, 2007  05:01:48 AM  -14.7 1.7/2.7  45.7479  -87.0750  
Aug 28, 2007  05:01:48 AM  -14.7 1.8/3.0  45.7465  -87.0779  
Aug 28, 2007  05:02:00 AM  -27.8 1.8/3.0  45.7476  -87.0823  
Aug 28, 2007  04:51:58 AM  -14.8 1.9/3.1  45.7708  -87.1053  
Aug 28, 2007  05:01:48 AM  -10.8 2.0/3.2  45.7438  -87.0731  
Aug 28, 2007  05:01:48 AM  -20.2 2.0/3.2  45.7448  -87.0785  
Aug 28, 2007  05:01:48 AM  -34.1 2.0/3.2  45.7441  -87.0758  
Aug 28, 2007  05:01:47 AM  -8.8 2.0/3.3  45.7425  -87.0713  
Aug 28, 2007  05:03:54 AM  -11.0 2.2/3.5  45.7566  -87.0263  
Aug 28, 2007  05:03:54 AM  -7.6 2.2/3.5  45.7528  -87.0297  
Aug 28, 2007  05:03:53 AM  -8.1 2.2/3.5  45.7639  -87.0218  
Aug 28, 2007  04:54:53 AM  -7.3 2.2/3.5  45.7840  -87.1071  
Aug 28, 2007  05:01:48 AM  -19.8 2.3/3.7  45.7396  -87.0779  
Aug 28, 2007  05:03:06 AM  -11.9 2.3/3.8  45.7680  -87.0173  
Aug 28, 2007  05:02:00 AM  -19.3 2.4/3.9  45.7421  -87.0924  
Aug 28, 2007  04:39:05 AM  -11.0 2.6/4.2  45.7620  -87.1171  
Aug 28, 2007  04:55:42 AM  -13.1 2.6/4.2  45.7863  -87.1156  
Aug 28, 2007  04:56:50 AM  -17.1 2.6/4.2  45.8020  -87.0986  
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Aug 28, 2007 04:48:04 AM -19.4 2.8/4.5 45.8113 -87.0781 Aug 28, 2007 04:48:04 AM -23.0 
2.8/4.6 45.8123 -87.0754 Aug 28, 2007 05:01:48 AM -10.3 2.9/4.6 45.7504 -87.1168 Aug 28, 
2007 04:48:04 AM -11.4 3.1/4.9 45.8155 -87.0569 Aug 28, 2007 04:54:00 AM -15.9 3.1/4.9 
45.7649 -87.1283 Aug 28, 2007 04:59:12 AM -9.6 3.2/5.2 45.8184 -87.0651 Aug 28, 2007 
04:55:35 AM 15.2 3.3/5.3 45.8006 -87.1203 Aug 28, 2007 04:55:09 AM -18.6 3.7/5.9 45.7988 
-87.1308 Aug 28, 2007 05:07:05 AM 15.8 3.8/6.0 45.7599 -87.1416 Aug 28, 2007 04:59:12 
AM -16.2 3.8/6.1 45.8262 -87.0623 Aug 28, 2007 04:54:05 AM -11.5 3.9/6.4 45.7806 -
86.9844 Aug 28, 2007 04:35:01 AM -21.1 4.0/6.4 45.7751 -86.9827 Aug 28, 2007 05:02:34 
AM -11.3 4.0/6.5 45.7726 -86.9814 Aug 28, 2007 04:52:12 AM -13.0 4.1/6.6 45.8172 -
87.0117 Aug 28, 2007 04:48:54 AM -12.7 4.1/6.6 45.8306 -87.0516  
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STRIKEnet Report 195594 redo of 195592  
Report Title: City Escanaba Total Lightning Strokes Detected: 81 Lightning Strokes Detected 
within 5 mi/8 km radius: 58 Lightning Strokes Detected beyond 5 mi/8 km whose confidence 
ellipse overlaps the radius: 23 Search Radius: 5 mi/8 km Time Span: Aug 28, 2007 04:00:00 
AM US/Eastern to Aug 28, 2007 05:01:00 PM US/Eastern  

        

Lightning Stroke Table (Note: All events shown. Events ordered by time.)  

 
 

Aug 28, 2007  04:35:01 AM  -21.1 4.0/6.4  45.7751  -86.9827  
Aug 28, 2007  04:39:00 AM  -12.5 9.1/14.6  45.9029  -87.0608  
Aug 28, 2007  04:39:05 AM  -11.0 2.6/4.2  45.7620  -87.1171  
Aug 28, 2007  04:42:02 AM  -9.0 6.9/11.1  45.8690  -87.0955  
Aug 28, 2007  04:42:07 AM  -16.3 4.9/7.9  45.8246  -87.1336  
Aug 28, 2007  04:42:40 AM  -22.1 5.3/8.5  45.8461  -87.0915  
Aug 28, 2007  04:43:30 AM  -20.2 5.5/8.9  45.8514  -87.0571  
Aug 28, 2007  04:44:37 AM  -14.5 16.7/26.9  46.0039  -86.9671  
Aug 28, 2007  04:45:27 AM  -10.3 5.3/8.5  45.8482  -87.0674  
Aug 28, 2007  04:46:45 AM  -15.8 5.0/8.1  45.8447  -87.0627  
Aug 28, 2007  04:46:45 AM  -17.4 4.9/7.9  45.8428  -87.0650  
Aug 28, 2007  04:47:49 AM  15.8 5.6/9.0  45.7656  -87.1812  
Aug 28, 2007  04:48:04 AM  -23.0 2.8/4.6  45.8123  -87.0754  
Aug 28, 2007  04:48:04 AM  -11.4 3.1/4.9  45.8155  -87.0569  
Aug 28, 2007  04:48:04 AM  -19.4 2.8/4.5  45.8113  -87.0781  
Aug 28, 2007  04:48:12 AM  -11.6 5.1/8.2  45.8406  -87.0272  
Aug 28, 2007  04:48:54 AM  -12.7 4.1/6.6  45.8306  -87.0516  
Aug 28, 2007  04:50:40 AM  -12.8 5.0/8.1  45.8368  -87.0199  
Aug 28, 2007  04:51:42 AM  -6.5 7.0/11.2  45.8424  -86.9625  
Aug 28, 2007  04:51:58 AM  -31.4 0.6/1.0  45.7657  -87.0759  
Aug 28, 2007  04:51:58 AM  -18.5 0.3/0.5  45.7679  -87.0698  
Aug 28, 2007  04:51:58 AM  -17.3 0.2/0.4  45.7691  -87.0686  
Aug 28, 2007  04:51:58 AM  -21.1 0.3/0.5  45.7672  -87.0680  
Aug 28, 2007  04:51:58 AM  -14.8 1.9/3.1  45.7708  -87.1053  
Aug 28, 2007  04:52:05 AM  -16.7 4.6/7.5  45.8377  -87.0495  
Aug 28, 2007  04:52:05 AM  -18.6 4.5/7.3  45.8363  -87.0533  
Aug 28, 2007  04:52:12 AM  -13.0 4.1/6.6  45.8172  -87.0117  
Aug 28, 2007  04:52:38 AM  -19.4 0.2/0.4  45.7686  -87.0636  
Aug 28, 2007  04:52:55 AM  -27.4 0.6/1.0  45.7654  -87.0746  
Aug 28, 2007  04:53:05 AM  27.7 4.7/7.6  45.7711  -87.1631  
Aug 28, 2007  04:53:05 AM  -7.3 4.7/7.6  45.7829  -87.1618  
Aug 28, 2007  04:53:05 AM  -11.9 4.9/7.8  45.7846  -87.1648  
Aug 28, 2007  04:53:12 AM  -17.4 5.8/9.4  45.8322  -86.9814  
Aug 28, 2007  04:53:31 AM  -8.9 0.6/1.0  45.7726  -87.0520  
Aug 28, 2007  04:54:00 AM  -15.9 3.1/4.9  45.7649  -87.1283  
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Aug 28, 2007  04:54:05 AM  -12.8 0.5/0.8  45.7757  -87.0577  
Aug 28, 2007  04:54:05 AM  -11.5 3.9/6.4  45.7806  -86.9844  
Aug 28, 2007  04:54:17 AM  -12.2 5.5/8.8  45.7975  -86.9580  
Aug 28, 2007  04:54:53 AM  -7.3 2.2/3.5  45.7840  -87.1071  
Aug 28, 2007  04:55:09 AM  -18.6 3.7/5.9  45.7988  -87.1308  
Aug 28, 2007  04:55:23 AM  -23.4 5.5/9.0  45.8040  -86.9598  
Aug 28, 2007  04:55:35 AM  15.2 3.3/5.3  45.8006  -87.1203  
Aug 28, 2007  04:55:42 AM  -13.1 2.6/4.2  45.7863  -87.1156  
Aug 28, 2007  04:55:43 AM  -10.5 1.6/2.6  45.7894  -87.0879  
Aug 28, 2007  04:56:50 AM  -17.1 2.6/4.2  45.8020  -87.0986  
Aug 28, 2007  04:56:51 AM  -12.4 8.9/14.4  45.8094  -87.2435  
Aug 28, 2007  04:57:17 AM  -9.7 5.5/8.8  45.7951  -86.9566  
Aug 28, 2007  04:58:17 AM  -17.9 0.3/0.4  45.7718  -87.0707  
Aug 28, 2007  04:58:17 AM  -21.0 1.1/1.8  45.7717  -87.0428  
Aug 28, 2007  04:59:12 AM  -16.2 3.8/6.1  45.8262  -87.0623  
Aug 28, 2007  04:59:12 AM  -9.6 3.2/5.2  45.8184  -87.0651  
Aug 28, 2007  04:59:56 AM  -12.0 7.1/11.4  45.8283  -86.9434  
Aug 28, 2007  05:00:38 AM  -10.8 10.9/17.6  45.9032  -86.9392  
Aug 28, 2007  05:01:28 AM  -26.9 1.6/2.6  45.7791  -87.0337  
Aug 28, 2007  05:01:47 AM  -8.8 2.0/3.3  45.7425  -87.0713  
Aug 28, 2007  05:01:48 AM  -34.1 2.0/3.2  45.7441  -87.0758  
Aug 28, 2007  05:01:48 AM  -19.8 2.3/3.7  45.7396  -87.0779  
Aug 28, 2007  05:01:48 AM  -20.2 2.0/3.2  45.7448  -87.0785  
Aug 28, 2007  05:01:48 AM  -14.7 1.7/2.7  45.7479  -87.0750  
Aug 28, 2007  05:01:48 AM  -14.7 1.8/3.0  45.7465  -87.0779  
Aug 28, 2007  05:01:48 AM  -10.3 2.9/4.6  45.7504  -87.1168  
Aug 28, 2007  05:01:48 AM  -10.8 2.0/3.2  45.7438  -87.0731  
Aug 28, 2007  05:02:00 AM  -27.8 1.8/3.0  45.7476  -87.0823  
Aug 28, 2007  05:02:00 AM  -8.3 1.4/2.3  45.7539  -87.0800  
Aug 28, 2007  05:02:00 AM  -19.3 2.4/3.9  45.7421  -87.0924  
Aug 28, 2007  05:02:34 AM  -11.3 4.0/6.5  45.7726  -86.9814  
Aug 28, 2007  05:03:06 AM  -11.9 2.3/3.8  45.7680  -87.0173  
Aug 28, 2007  05:03:06 AM  -14.8 1.0/1.7  45.7595  -87.0528  
Aug 28, 2007  05:03:06 AM  -33.9 1.1/1.7  45.7582  -87.0547  
Aug 28, 2007  05:03:06 AM  -18.6 0.9/1.5  45.7598  -87.0558  
Aug 28, 2007  05:03:07 AM  -16.3 0.9/1.5  45.7608  -87.0535  
Aug 28, 2007  05:03:53 AM  -8.1 2.2/3.5  45.7639  -87.0218  
Aug 28, 2007  05:03:54 AM  -7.6 2.2/3.5  45.7528  -87.0297  
Aug 28, 2007  05:03:54 AM  -11.0 2.2/3.5  45.7566  -87.0263  
Aug 28, 2007  05:05:08 AM  -17.9 5.6/9.0  45.6917  -87.0817  
Aug 28, 2007  05:07:05 AM  15.8 3.8/6.0  45.7599  -87.1416  
Aug 28, 2007  05:07:06 AM  -18.9 5.3/8.6  45.6944  -87.0544  
Aug 28, 2007  05:07:06 AM  -7.7 5.6/9.1  45.6902  -87.0548  
Aug 28, 2007  05:08:29 AM  -23.6 5.7/9.2  45.6910  -87.0362  
Aug 28, 2007  05:10:50 AM  -14.4 5.9/9.6  45.6915  -87.0206  
Aug 28, 2007  05:12:13 AM  -25.1 4.4/7.0  45.8347  -87.0561  
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STRIKEnet Report 195594 redo of 195592  
Report Title: City Escanaba Total Lightning Strokes Detected: 81 Lightning Strokes Detected 
within 5 mi/8 km radius: 58 Lightning Strokes Detected beyond 5 mi/8 km whose confidence 
ellipse overlaps the radius: 23 Search Radius: 5 mi/8 km Time Span: Aug 28, 2007 04:00:00 
AM US/Eastern to Aug 28, 2007 05:01:00 PM US/Eastern  

Lightning Stroke Table (Note: All events shown. Events ordered by distance.)  

 
 

Aug 28, 2007  04:52:38 AM  -19.4 0.2/0.4  45.7686  -87.0636  
Aug 28, 2007  04:51:58 AM  -17.3 0.2/0.4  45.7691  -87.0686  
Aug 28, 2007  04:58:17 AM  -17.9 0.3/0.4  45.7718  -87.0707  
Aug 28, 2007  04:51:58 AM  -21.1 0.3/0.5  45.7672  -87.0680  
Aug 28, 2007  04:51:58 AM  -18.5 0.3/0.5  45.7679  -87.0698  
Aug 28, 2007  04:54:05 AM  -12.8 0.5/0.8  45.7757  -87.0577  
Aug 28, 2007  04:52:55 AM  -27.4 0.6/1.0  45.7654  -87.0746  
Aug 28, 2007  04:51:58 AM  -31.4 0.6/1.0  45.7657  -87.0759  
Aug 28, 2007  04:53:31 AM  -8.9 0.6/1.0  45.7726  -87.0520  
Aug 28, 2007  05:03:06 AM  -18.6 0.9/1.5  45.7598  -87.0558  
Aug 28, 2007  05:03:07 AM  -16.3 0.9/1.5  45.7608  -87.0535  
Aug 28, 2007  05:03:06 AM  -14.8 1.0/1.7  45.7595  -87.0528  
Aug 28, 2007  05:03:06 AM  -33.9 1.1/1.7  45.7582  -87.0547  
Aug 28, 2007  04:58:17 AM  -21.0 1.1/1.8  45.7717  -87.0428  
Aug 28, 2007  05:02:00 AM  -8.3 1.4/2.3  45.7539  -87.0800  
Aug 28, 2007  05:01:28 AM  -26.9 1.6/2.6  45.7791  -87.0337  
Aug 28, 2007  04:55:43 AM  -10.5 1.6/2.6  45.7894  -87.0879  
Aug 28, 2007  05:01:48 AM  -14.7 1.7/2.7  45.7479  -87.0750  
Aug 28, 2007  05:01:48 AM  -14.7 1.8/3.0  45.7465  -87.0779  
Aug 28, 2007  05:02:00 AM  -27.8 1.8/3.0  45.7476  -87.0823  
Aug 28, 2007  04:51:58 AM  -14.8 1.9/3.1  45.7708  -87.1053  
Aug 28, 2007  05:01:48 AM  -10.8 2.0/3.2  45.7438  -87.0731  
Aug 28, 2007  05:01:48 AM  -20.2 2.0/3.2  45.7448  -87.0785  
Aug 28, 2007  05:01:48 AM  -34.1 2.0/3.2  45.7441  -87.0758  
Aug 28, 2007  05:01:47 AM  -8.8 2.0/3.3  45.7425  -87.0713  
Aug 28, 2007  05:03:54 AM  -11.0 2.2/3.5  45.7566  -87.0263  
Aug 28, 2007  05:03:54 AM  -7.6 2.2/3.5  45.7528  -87.0297  
Aug 28, 2007  05:03:53 AM  -8.1 2.2/3.5  45.7639  -87.0218  
Aug 28, 2007  04:54:53 AM  -7.3 2.2/3.5  45.7840  -87.1071  
Aug 28, 2007  05:01:48 AM  -19.8 2.3/3.7  45.7396  -87.0779  
Aug 28, 2007  05:03:06 AM  -11.9 2.3/3.8  45.7680  -87.0173  
Aug 28, 2007  05:02:00 AM  -19.3 2.4/3.9  45.7421  -87.0924  
Aug 28, 2007  04:39:05 AM  -11.0 2.6/4.2  45.7620  -87.1171  
Aug 28, 2007  04:55:42 AM  -13.1 2.6/4.2  45.7863  -87.1156  
Aug 28, 2007  04:56:50 AM  -17.1 2.6/4.2  45.8020  -87.0986  
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Aug 28, 2007  04:48:04 AM  -19.4 2.8/4.5  45.8113  -87.0781  
Aug 28, 2007  04:48:04 AM  -23.0 2.8/4.6  45.8123  -87.0754  
Aug 28, 2007  05:01:48 AM  -10.3 2.9/4.6  45.7504  -87.1168  
Aug 28, 2007  04:48:04 AM  -11.4 3.1/4.9  45.8155  -87.0569  
Aug 28, 2007  04:54:00 AM  -15.9 3.1/4.9  45.7649  -87.1283  
Aug 28, 2007  04:59:12 AM  -9.6 3.2/5.2  45.8184  -87.0651  
Aug 28, 2007  04:55:35 AM  15.2 3.3/5.3  45.8006  -87.1203  
Aug 28, 2007  04:55:09 AM  -18.6 3.7/5.9  45.7988  -87.1308  
Aug 28, 2007  05:07:05 AM  15.8 3.8/6.0  45.7599  -87.1416  
Aug 28, 2007  04:59:12 AM  -16.2 3.8/6.1  45.8262  -87.0623  
Aug 28, 2007  04:54:05 AM  -11.5 3.9/6.4  45.7806  -86.9844  
Aug 28, 2007  04:35:01 AM  -21.1 4.0/6.4  45.7751  -86.9827  
Aug 28, 2007  05:02:34 AM  -11.3 4.0/6.5  45.7726  -86.9814  
Aug 28, 2007  04:52:12 AM  -13.0 4.1/6.6  45.8172  -87.0117  
Aug 28, 2007  04:48:54 AM  -12.7 4.1/6.6  45.8306  -87.0516  
Aug 28, 2007  05:12:13 AM  -25.1 4.4/7.0  45.8347  -87.0561  
Aug 28, 2007  04:52:05 AM  -18.6 4.5/7.3  45.8363  -87.0533  
Aug 28, 2007  04:52:05 AM  -16.7 4.6/7.5  45.8377  -87.0495  
Aug 28, 2007  04:53:05 AM  -7.3 4.7/7.6  45.7829  -87.1618  
Aug 28, 2007  04:53:05 AM  27.7 4.7/7.6  45.7711  -87.1631  
Aug 28, 2007  04:53:05 AM  -11.9 4.9/7.8  45.7846  -87.1648  
Aug 28, 2007  04:42:07 AM  -16.3 4.9/7.9  45.8246  -87.1336  
Aug 28, 2007  04:46:45 AM  -17.4 4.9/7.9  45.8428  -87.0650  
Aug 28, 2007  04:50:40 AM  -12.8 5.0/8.1  45.8368  -87.0199  
Aug 28, 2007  04:46:45 AM  -15.8 5.0/8.1  45.8447  -87.0627  
Aug 28, 2007  04:48:12 AM  -11.6 5.1/8.2  45.8406  -87.0272  
Aug 28, 2007  04:45:27 AM  -10.3 5.3/8.5  45.8482  -87.0674  
Aug 28, 2007  04:42:40 AM  -22.1 5.3/8.5  45.8461  -87.0915  
Aug 28, 2007  05:07:06 AM  -18.9 5.3/8.6  45.6944  -87.0544  
Aug 28, 2007  04:54:17 AM  -12.2 5.5/8.8  45.7975  -86.9580  
Aug 28, 2007  04:57:17 AM  -9.7 5.5/8.8  45.7951  -86.9566  
Aug 28, 2007  04:43:30 AM  -20.2 5.5/8.9  45.8514  -87.0571  
Aug 28, 2007  04:55:23 AM  -23.4 5.5/9.0  45.8040  -86.9598  
Aug 28, 2007  05:05:08 AM  -17.9 5.6/9.0  45.6917  -87.0817  
Aug 28, 2007  04:47:49 AM  15.8 5.6/9.0  45.7656  -87.1812  
Aug 28, 2007  05:07:06 AM  -7.7 5.6/9.1  45.6902  -87.0548  
Aug 28, 2007  05:08:29 AM  -23.6 5.7/9.2  45.6910  -87.0362  
Aug 28, 2007  04:53:12 AM  -17.4 5.8/9.4  45.8322  -86.9814  
Aug 28, 2007  05:10:50 AM  -14.4 5.9/9.6  45.6915  -87.0206  
Aug 28, 2007  04:42:02 AM  -9.0 6.9/11.1  45.8690  -87.0955  
Aug 28, 2007  04:51:42 AM  -6.5 7.0/11.2  45.8424  -86.9625  
Aug 28, 2007  04:59:56 AM  -12.0 7.1/11.4  45.8283  -86.9434  
Aug 28, 2007  04:56:51 AM  -12.4 8.9/14.4  45.8094  -87.2435  
Aug 28, 2007  04:39:00 AM  -12.5 9.1/14.6  45.9029  -87.0608  
Aug 28, 2007  05:00:38 AM  -10.8 10.9/17.6  45.9032  -86.9392  
Aug 28, 2007  04:44:37 AM  -14.5 16.7/26.9  46.0039  -86.9671  
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